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Abstract

mmWave radar data is rich in information related
to humans like pose and movement. We also
observe that collection of data is easy, however la-
belling the data is extremely hard owing to the fact
that this data is not directly human interpretable
unlike images and videos. In this project, we have
built an unsupervised framework to extract spa-
tial and temporal features of the data which are
critical to downstream supervised tasks like pose
estimation, tracking and identifying individuals.
Using the latent space features, we are able to
build more effective supervised learning frame-
works that require 50 times fewer training samples
than prior work while maintaining accuracy.

1. Introduction
millimeter-wave (mmWave) sensing (Abdu et al., 2021) is a
relatively new modality of sensing which relies on electro-
magnetic waves whose frequency is in the order of 60 GHz
and wavelength is in the order of millimetres. By virtue
of the relatively smaller wavelength in comparison to tradi-
tion communication technology (below 6 GHz), mmWave
sensing enables high spatial resolution at large distances.
This technology has been commonly deployed on cars for
use in early-warning systems (Liu et al., 2017) and military
applications (Jr. et al., 1997).

Advances in sensing hardware have enabled finer resolu-
tion so the uses have expanded to human sensing. Some
prospective deployments include rehabilitation systems (An
& Ogras, 2021), gait analysis (Alanazi et al., 2022; Wu et al.,
2021), sleep tracking (Zhou et al., 2021), and non-contact
vital monitoring (Yang et al., 2016) as illustrated in Fig. 1.
mmWave radars designed to be used at home are becoming
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Figure 1. Vital monitoring with mmWave (Subramani, 2020)

Figure 2. Sample point cloud frame illustrating doppler velocity,
intensity and ground truth obtain using inertial sensors

quite popular with examples like Amazon Halo Rise (Gior-
dano, 2023) being available for retail purchase for about
$100. Fundamentally, all of these applications rely on high
density point clouds which not only hold spatial information,
but also contain Doppler velocity and reflection intensity as
features. Each point cloud frame is structured as a set of 5D
data points where the dimensions of the data point represent

(x, y, z,Doppler , Intensity).

Here, we observe a critical problem. There are several dis-
tinct use cases without a unifying framework. While the
modality of the data remains the same, the application it is
tailored to can vastly differ. Additionally, given the high di-
mensionality of the data, and the high frame-rate associated
with such a motion-capture system, the input complexity in-
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creases exponentially. Underlying the large amount of data
is a relatively simple data generation mechanism. Since all
of the measurements originate from humans in predictable
and correlated movements, there is a low-dimensional latent
structure to the data. Given the aforementioned thesis, we
ask the question: Is it possible to learn the underlying latent
space and use it effectively in an application?

In order to answer this question, we resort to developing a
feature learning model with latent space capabilities which
will help us in the goal of performing task-agnostic feature
extraction. Building on this goal, we show the effective-
ness of the framework by employing the learned features to
estimate the 3D pose of humans.

2. Methodology
In this section, we first talk about our approach to the prob-
lem by discussing the advantages as well as the inefficien-
cies of prior work. Following the discussion, we explain our
approach to the problem and then delve into the specifics of
each of the individual pieces.

2.1. Prior Work

The problem of working with point clouds is not new. There
are several works in literature, most notably PointNet and
its variants (Qi et al., 2017a;b), which have built neural
network architectures to natively support the geometric data
structure of point clouds (in contrast to voxels or grids), and
respect the permutation invariance of points in the input.
These models have been quite successful in classification
or semantic segmentation tasks. However, this functionality
comes at a cost – all of the data used in training must be
labelled. When it comes to building a task-specific model
using mmWave point clouds, it falls short because creating
labelled data is expensive, and at times impossible.

An example of a neural network which works with mmWave
point clouds to estimate the 3D pose (skeleton model il-
lustrated in Fig. 2) of individuals is MARS (An & Ogras,
2021). Fundamentally, this model takes the high density
point cloud, which might contain up to a thousand individual
points, and uses CNNs to visualize the skeleton model. The
model was trained on 24,000 labelled frames which may
not always be available! Ground truth labels were collected
over the span of a few hours by placing inertial sensors on
each of the 19 joints.

Realizing that the task of collecting ground truth labels for
RF data is quite difficult, TGUL (Li et al., 2022) and RF-
URL (Song et al., 2022) introduced the concept of an unsu-
pervised framework which learns the latent space representa-
tion of RF data. The extracted features are low-dimensional
and extremely useful in downstream supervised tasks. How-
ever, the model does not support 5D point clouds because

it works on a different type of RF data. So, in our work,
we use the same core concepts of TGUL and apply them
to work on mmWave point clouds. Ultimately, we aim to
balance the pros and cons of prior work by first building
an unsupervised, generalized framework which learns the
latent space representation without the need for labels. Next,
we show the utility of the low-dimensional latent space by
using the features to reconstruct the 3D skeleton model.

2.2. Overall Approach

Our overall approach is illustrated in Fig. 3. The first step
in the overall approach is to learn the mapping to low-
dimensional latent features of the mmWave point cloud.
To learn this mapping, we draw inspiration from PointNet
(Qi et al., 2017a) which is an autoencoder. Additionally, the
autoencoder must be built in a way which is invariant to
permutations of the point cloud. This condition is necessary
because we are trying to understand the motion of humans,
and the individuals could be facing any direction, not just
the mmWave radar head-on. The next step is to choose a
supervised task. There are several open problems in this
domain which span reconstructing a skeleton model, classi-
fying different poses, identifying people, etc. We pick the
task of reconstructing a skeleton model primarily because
of the availability of labelled data.

2.3. Approach for Learning Features

It is crucial to recognize that the processing of point clouds
needs to remain unaffected by transformations that maintain
the spatial relationships among points, such as rotation and
translation. Additionally, it is important to note that the
point clouds obtained from mmWave radar are not meshes
or voxels; rather, they constitute an unordered collection of
points. Also, these points have noisy features attached to
them which are important to the physical world like doppler
velocity (which measures the velocity vector of that point
in space) and reflection intensity (which measures the rel-
ative size of the object and its material composition). The
final latent features must encode this information too while
ignoring the noise.

The solution PointNet++ came up with is to aggregate local
and global information. PointNet captures local features
using functions that operate only on one point at a time.
To capture global features and relationships among points,
PointNet++ aggregates local information from all the points.
This is typically done by taking the maximum or average of
the features computed by the MLPs across all points. This
process is illustrated in Fig. 4 and expressed using a general
function defined on a point set by applying a symmetric
(permutation invariant) function on the elements in the set

f({x1, · · · , xn}) ≈ g(h(x1), · · · , h(xn)),
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Figure 3. Learning the latent space representation using an encoder. Using the compressed feature map in downstream supervised tasks.

Figure 4. Model Architecture of PointNet++

where f : 2R
N → R, h : RN → RK and g : RK × · · · ×

RK → R is a symmetric function.

In an autoencoder framework, we try to reconstruct the same
point cloud as the input. The reconstruction loss for point
clouds is a new distance metric called Chamfer loss defined
as

dCD(S1, S2) =
∑
x∈S1

min
y∈S2

∥x− y∥22 +
∑
y∈S2

min
x∈S1

∥x− y∥22.

We observe that this loss is permutation invariant since it is
defined as an aggregate over the set of points. In addition
to this, we add another mean-squared error loss term for
the doppler and intensity features. After training the au-
toencoder, we discard the decoder because only the encoder
is of importance to us. This encoder, given a point cloud,
returns the latent space representation which will be used in
downstream tasks.

As a design choice, we set the number of input points in one
frame to be 196. We observe that picking the 196 points
with the largest intensity also describes human motion the
best and also helps get rid of noisy reflections from sur-
rounding objects. Practically, not all frames have 196 points.
To preserve the spatial structure of the points without dis-
turbing the model, we choose to pad the data with randomly

Figure 5. Inferring skeleton model from point cloud

selected points from the same frame. The size of the latent
space is set to 64 to accommodate for all possible intricate
movements of the targets.

2.4. Approach for Task-Specific Learning

We have picked the task of creating a skeleton model of a
given point cloud. As we have observed in Fig. 2, there are
very few human-interpretable features that are preserved in
the point clouds. So, the task of mapping them to a skeleton
model is crucial because a skeleton model forms the basis
for a lot of tasks like pose classification and live-action
computer generated graphics. There are 19 pre-defined
joints, each with 3 coordinates, so a total of 57 quantities to
be inferred from a point cloud that can be up to 196 points
dense. To do so, we use a simple fully connected two-layer
MLP as illustrated in Fig. 5. The loss under consideration is
a mean-squared error loss between the ground truth labels
and the predicted skeleton model defined as

MSE =
1

n

n∑
i=1

∥xi − x̂i∥2.

In case of another task, a very similar process can be fol-
lowed. All that is required is accurate labelled data. Similar
to the mapping from a 64-dimensional latent space to 57-
dimensional skeletons, we could have another MLP which
maps to another set of labels.
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3. Results
The choice of the downstream supervised task was signifi-
cantly influenced by the datasets available. Unfortunately,
there are not many publicly available datasets for mmWave
radar sensing where the data is collected from commercial
off-the-shelf radars. Additionally, if the data is available, it
may not be present in several modalities to establish ground
truth accurately. The most promising and extensive dataset
available is mRI (An et al., 2022) where 3D human poses
are synchronously recorded in three modalities (mmWave,
RGB-D, and inertial sensors). This formed the basis for
all our testing. The mRI dataset consists of 24,000 frames
recorded using synchronized feeds of 20 subjects perform-
ing rehabilitation exercises like limb extensions, lunges, and
squats.

First, we split the dataset of 24,000 frames into two sets,
one each for supervised and unsupervised training. We
keep 500 frames for supervised training and 8000 frames
for supervised validation. The remaining 15,500 frames
are used for training the unsupervised auto-encoder (with
500 frames reserved for unsupervised validation at each
epoch). We reserve a smaller number of frames in the
validation set for unsupervised training since this task is
more training intensive and implicit model validation of the
encoder occurs while evaluating the validation split in the
supervised training.

We ran the model on Google Colab where we trained the
autoencoder for 50 epochs over 15,500 frames. The au-
toencoder mapped 196 points in the point cloud to a 64-
dimensional latent space vector.

After training the unsupervised model, we fixed the weights
and called it the task-agnostic network. Now, for the task
of inferring the skeleton model, we chose to train only the
supervised MLP on the remaining 500 frames. Using fifty
times fewer frames, we achieved accuracy in joint prediction
which matched the baseline MARS (An & Ogras, 2021).
The dataset includes recording durations which have long
periods of We make sure that the dataset is balanced to
include a variety of poses.

In the baseline, MARS, using a fully supervised frame-
work, the authors achieved an average localization error of
10.37 cm. Using our unsupervised pipeline we were able to
achieve an average localization error of 10.58 cm.

Furthermore, we can deduce that the network learns fea-
tures by the following experiment. We randomly initialize
another network with the same architecture as the PointNet
autoencoder. Now, we train two MLPs on the same data
over 50 epochs, however, they use the features learned using
the trained autoencoder and the untrained autoencoder re-
spectively. The validation loss in the untrained model takes
a clear hit because it does not learn features relevant to the

Figure 6. Comparison of validation loss for trained and untrained
models

Figure 7. Sample projections of 3D skeleton model compared to
ground truth
skeleton model, or even human point clouds in general. This
is illustrated in Fig. 6. Ultimately, we observe that a network
which has compressed the input into a smaller dimension
requires significantly fewer samples to produce the same
accuracy. In our case, the final downstream task requires 50
times fewer frames to train! A few samples are illustrated
in Fig. 7 where we see that the untrained model is unable
to accurately predict the skeleton model while the trained
model which uses the learned features can.

4. Conclusions
In this work, we discuss a novel approach for mmWave
point clouds of combining unsupervised and supervised
learning. It uses an autoencoder inspired by PointNet, em-
phasizing permutation invariance to preserve spatial relation-
ships. The autoencoder handles unordered point clouds with
noisy features. The approach reconstructs a 3D skeleton
model, utilizing a 64-dimensional latent space. The task-
specific learning employs a two-layer MLP for mapping,
adaptable to other tasks with labeled data.

The study uses the mRI dataset for mmWave radar sensing.
An autoencoder trained on 15,500 frames creates a task-
agnostic network. A supervised MLP on 500 frames infers
the skeleton model with accuracy comparable to a fully
supervised baseline. The unsupervised pipeline achieves a
localization error of 10.58 cm. An experiment shows the
importance of feature learning for the skeleton model.
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